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Abstract

Current e-mail security systems base their security on
the secrecy of the long-term private key. If this private keyis
ever compromised, an attacker can decrypt any messages—
past, present, or future—encrypted with the corresponding
public key. The system described in this paper uses short
term private-key/public-key key pairs to reduce the magni-
tude of this vulnerability.

1. Introduction

E-Mail systems such as PGP [19, 16, 7, 17], PEM
[11, 9, 2, 8, 16, 17], Entrust [5, 6], and S/MIME [14, 3] use
hashed passphrases to protect the private key in a public-key
encryption system. These systems were designed with the
intention that the user generates a public/private key pair,
and uses that pair for a long period of time. If an attacker
manages to obtain the ling-term private key, then the secu-
rity of the system is severely compromised; he can use it to
decrypt and read all electronic communications encrypted
with the corresponding public key, past, present, and future.

This sort of attack, while expensive, can be very costly to
the victim. In this paper we focus on protocols which mini-
mize the amount of information gained by an attacker in the
private key. These are store-and-forward systems (e.g., ase-
mail encryption programs), where the encryption is meant
to protect a message in transit.

2. Points of Entry

Most popular e-mail encryption programs use a com-
bination of public-key and private-key encryption. These
systems use symmetric-key encryption, such as DES [12],
IDEA [10], or Blowfish [15], to encrypt the messages and
public-key encryption, such as RSA [13] or ElGamal [4],
to encrypt the key. Details of the cryptography involved in
these systems can be found in [18, 16, 17].

An attacker who wishes to decrypt a message has sev-
eral “points of entry” they can use to try and decrypt the
message:

(1) Guess or deduce the one-time symmetric encryption
key.

(2) Mathematically derive the recipient’s private key. For
RSA, this means factoring the recipient’s public mod-
ulus and using the information to deduce the private
key.

(3) Obtain the recipient’s passphrase which protects their
private key. Then, use it to obtain the private key and
thus decrypt the message. There are several ways to do
this including guessing, monitoring keystrokes with a
Trojan-horse program introduced into the recipient’s
computer, TEMPEST-based attacks, or even bribing
the recipient to reveal his passphrase.

There are other attacks against the message: attacking the
sender’s computer through a variety of means, obtaining a
copy of the message after it has been printed, convincing
the receiver (or sender) to send an unencrypted copy of the
message across an insecure network, etc. This research con-
centrates on attacks against the recipient’s private key.

If we assume that a one-time symmetric encryption key
is truly random (or at least independent of other one-time
encryption keys), then the Attack (1) will not compromise
the entire system. The attacker will only be able to use the
encryption key that he obtains to decrypt the one message,
but that will not help him to decrypt other messages. Thus,
we are not really interested in modifying how current sys-
tems solve this problem.

Attacks (2) and (3) on the system represent the sort of
global attacks mentioned above. If an attacker succeeds in
either attack, then he can use the information hs obtains to
decrypt all messages—past, present, and future—sent to the
recipient. In addition, some systems have the added weak-
ness that the attacker can use the information to forge signa-



tures on the recipient’s behalf. It is these “points of entry”
which we focus on closing (or at least shrinking).

3. Notation

Before introducing protocols we must first introduce
some notation.

Sophie Germain prime. A Sophie Germain prime of
first order is a primep such that2p + 1 is also prime.
For second order Sophie Germain primes,2(2p+1)+

1 = 4p + 3 is also prime and a similar pattern holds
for generaln-order primes.

E

k

(P ). The encryption of the plaintextP with a sym-
metric encryption algorithm and keyk.

D

k

(C). The decryption of the ciphertextC with a
symmetric encryption algorithm and keyk.

GF (p

n

) The Galois Field withpn elements.

4. Multiple Encryption Keys

In RSA, knowledge of the private exponent is equivalent
to knowledge of the factorization of the modulus [18]. Ev-
ery message encrypted with the public exponent is vulnera-
ble if the attacker gains knowledge of the private exponent.
One solution to this problem is to use multiple short-lived
public/private key pairs. Thus, a key pair could be valid
for a short period of time, say a day, or valid for only one
message. Then an attacker who deduces the private key for
decrypting one message can decrypt a few other messages
at best, i.e. only those other messages sent during the life-
time of the key pair.

For RSA, picking a new key pair means picking a new
modulus in addition to picking new public/private expo-
nents. This involves generating two large prime numbers,
and can be a costly operation on most computers [16, 19].
Hence, RSA may not be suitable for this kind of e-mail en-
crytion scheme.

There are actually several possible solutions to short-
lived public/private keys. In addition to using RSA with
different exponents and moduli, one can also use a form
of Diffie-Hellman key exchange first published in the SKIP
protocol [1]. Consider the following protocol in which Al-
ice publishes several public keys for people to use to send
messages to her:

(1) Alice chooses a first-order Sophie Germain primep

and a primitive elementg of the multiplicative group
of the fieldGF (2p+ 1).

(2) Alice chooses several random exponentse

1

; : : : ; e

k

and computesPK
i

= g

e

i

(mod p) for i = 1; : : : ; k.

(3) Alice assigns a lifetime to each key so that at most two
keys are valid at any point in time, and every key is
valid for only a short period of time, say a day. Alter-
natively, the key could only be good for one message.

(4) Alice publishes thePK
i

, lifetimes, p, and g as her
public keys and stores thee

i

as her private keys.

Note that in Step (2) Alice is essentially performing the
first half of a Diffie-Hellman key exchange. Now suppose
that Bob wishes to send a message to Alice. He performs
the following steps:

(5) Bob selects a public key from Alice. If the keys have
short lifetimes, he selects the one with the appropriate
lifetime. If they keys are one-time keys, he selects the
next key in the list (and then Alice’s computer deletes
it from the list).

(6) Bob chooses a random exponente

b

and computes
PK

b

= g

e

b

(mod p).

(7) Bob computesk = PK

e

b

i

(mod p) and uses the re-
sult as the private encryption key for the message he
wishes to send.

(8) Bob encrypts his messageM with the keyk and sends
PK

i

; PK

b

; E

k

(M) to Alice.

Once Alice receives the message she performs the fol-
lowing steps:

(9) Alice looks up the private keye
i

that corresponds to
thePK

i

in the message sent to her by Bob.

(10) Alice checks the lifetime of the key against the time
that Bob sent the message. If she doubts that the mes-
sage was sent while the key was valid, then she can
choose whether or not to decrypt the message. If she
no longer has the decrypting key because she threw it
away when it expired, then she can simply ask Bob to
resend the message.

(11) She computesk = PK

e

i

b

(mod p) and uses the
result to decrypt the message Bob sent her:M =

D

k

(E

k

(M)).

If Alice wants to she can even choose a different Sophie
Germain prime for each public key she publishes.

This kind of system provides a way to minimize the num-
ber of encrypted messages that are common to any pub-
lic/private key pair. The fewer messages tied to a key pair,
the fewer messages that can be decrypted if an attacker re-
covers the private key.

Once Alice has a way of generating multiple encryption
keys she still needs a way of distributing them. After gen-
erating a list of one-time public encryption keys Alice can



sign each of them with her long-term signature key and then
upload them to a server. Ideally the server should accept
network-based requests to obtain a public key for Alice.
Once it receives such a request it should pick the current
key from Alice’s list, according to the lifetimes specified
by Alice, and sends it to the recipient. When a key expires
the server should throw away the key in order to conserve
space.

5. Key Management

Whether a user has one private decryption key or many,
key management is a difficult issue. Rather than forcing a
user to memorize their private decryption key, current sys-
tems allow the user to chose a passphrase which the sys-
tem then uses to encrypt the private decryption key. Then,
whenever the user wants to decrypt a message sent to him,
he uses his passphrase to decrypt the private decryption key
and then decrypt the message.

5.1. Multiple Passphrases

The other attack we mentioned was guessing the user’s
passphrase. In most systems, the user’s passphrase is not
directly used to encrypt their private key. Rather, the
passphrase is hashed with a salt and the resulting hash is
used. Thus, there are actually two different attacks against
the passphrase:

1. Guess the encryption key used to encrypt a particular
private key. This amounts to guessing all or part of the
result of hashing the actual passphrase with the salt.

2. Guess the actual passphrase. Then given any salt, the
attacker can deduce the corresponding encryption key.

The former attack is clearly no harder than the latter be-
cause it is trivial to find the salted hash of the passphrase
given the passphrase and salt value. However, if a cryp-
tographic hash function is used, then the first attack is not
equivalent to the second, i.e. an attacker cannot easily de-
rive other salted hash values of the passphrase given one
salted hash value. This suggests that we could encrypt mul-
tiple private keys with the same passphrase as long as we
used a different salt for each exponent. The system would
be more secure than if we used the same salt for each key.

While using different salts protects against the first at-
tack, it does not protect against the second attack. An alter-
native approach is to use an entirely different passphrase for
each private key. Since each public/private key pair is used
to encrypt only one message, each message will be indepen-
dent of every other message in an attack on the passphrase.
If an attacker manages to guess a passphrase, then s/he can

only use it to find one private key and hence decrypt only
one message.

However, there is a difficulty with the latter suggestion.
Each passphrase has to be remembered. For even a moder-
ate number of public/private key pairs this can be a fairly
daunting task. People are likely to forget some of their
passphrases, or choose passphrases that are similar. The
former has the disadvantage that someone would not be able
to decrypt all messages sent to them, and the latter has the
disadvantage that an attacker may be able to derive other
passphrases with only a little bit of effort once they obtain
one. A mix of the above two solutions seems to provide the
best solution.

A user uses one passphrase to protect several private
keys. For each key, they use a different salt. Since the salt
and passphrase are used to generate an encryption key for
each private key, the different salts protect the user against
the first attack listed above. If the user minimizes the num-
ber of private keys they protect with each passphrase, then
they also minimize the amount of damage done when an
attacker guesses a passphrase. Since not every private key
is protected by the same passphrase, the user gains partial
protection against the second attack listed above.

If the system is designed properly, then the user could
have to remember only one or two passphrases at any point
in time. Each time the user generates a new set of pub-
lic/private key pairs they can choose a new passphrase to
protect the set. As the set of keys expire the user can throw
them away until the entire set is empty. Since a user really
only needs to generate a new set when their most of the keys
from the previous one are about to expire, they only need to
keep track of at most two sets of keys at any point in time.

6. Conclusion

As we point out in previous sections, current encryp-
tion programs have the common weakness that obtaining
a user’s private encryption key can cause extensive dam-
age. We pointed out the various ways that an attacker can
learn the private encryption key and also gave suggestions
as to how to minimize the damage done by the respective
attacks. In general, our suggestions amount to minimizing
the amount of information that is protected by an encryp-
tion key. When combined with long term signature keys, a
powerful e-mail security system can be written.
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